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Goal-Directed Recruitment of Pavlovian Biases Through Selective
Visual Attention

Johannes Algermissen and Hanneke E. M. den Ouden
Donders Institute for Brain, Cognition and Behaviour, Radboud University

Prospective outcomes bias behavior in a “Pavlovian” manner: Reward prospect invigorates action, while
punishment prospect suppresses it. Theories have posited Pavlovian biases as global action “priors” in
unfamiliar or uncontrollable environments. However, this account fails to explain the strength of
these biases—causing frequent action slips—even in well-known environments. We propose that
Pavlovian control is additionally useful if flexibly recruited by instrumental control. Specifically, instru-
mental action plans might shape selective attention to reward/punishment information and thus the
input to Pavlovian control. In two eye-tracking samples (N = 35/64), we observed that Go/NoGo action
plans influenced when and for how long participants attended to reward/punishment information, which
in turn biased their responses in a Pavlovian manner. Participants with stronger attentional effects
showed higher performance. Thus, humans appear to align Pavlovian control with their instrumental
action plans, extending its role beyond action defaults to a powerful tool ensuring robust action
execution.

Public Significance Statement

This study suggests that Pavlovian biases, a fast-and-frugal decision strategy that may trigger suboptimal
choices in certain contexts, are not a permanent, immutable force upon behavior. Instead, they are flex-
ibly recruited depending on the action a person is planning: Given the plan to make/withhold actions,
people preferably attend to reward-/punishment-related information, which in turn triggers Pavlovian
biases that facilitate the implementation of these plans. Stronger “outsourcing” of action implementation
to such an attentional recruitment of Pavlovian biases leads to higher performance. These findings high-
light how Pavlovian biases are more flexible than previously thought and how strong biases can be of
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The valence of potential outcomes biases action selection: The
prospect of rewards invigorates action (“Go”), while the prospect of
punishment suppresses it (“NoGo”). These so-called motivational,
or “Pavlovian,” biases have first been observed in animal studies in
which the presence of a reward-associated cue invigorated
cue-unrelated behaviors (Estes, 1943, 1948; LoLordo et al., 1974,
Lovibond, 1983; Schwartz, 1976). While at first interpreted as

seemingly irrational, recent theorizing has suggested that these biases
in fact constitute a decision-making strategy that is particularly
“fast-and-frugal” (Boureau et al., 2015; Dayan et al., 2006). Past the-
orizing has assumed that, while inflexible, these biases are fast, com-
putationally cheap, and likely attuned to global environmental
statistics (Dayan et al., 2006). They can thus act as sensible “default”
response strategies in situations in which instrumental, goal-directed
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2 ALGERMISSEN AND DEN OUDEN

control fails to deliver rewards beyond chance levels, such as novel or
uncontrollable environments (Daw et al.,, 2005; Dorfman &
Gershman, 2019; O’Doherty et al., 2017). These accounts assume
that Pavlovian and instrumental control coexist, largely segregated
from another, and merely compete at the behavioral output level. In
case of conflict, the former has to be actively suppressed—a require-
ment humans only imperfectly master (Breland & Breland, 1961;
Cavanagh et al., 2013; Hershberger, 1986; Swart et al., 2018).

Several fields within psychology, including research on decision-
making, motor control, and attention, have recognized that, in order
to solve a given problem, an agent can use different strategies. To
pick a situationally appropriate strategy, it does not only matter
whether or how well the strategy solves the problem (e.g., how
many rewards it returns), but also what the invested costs are (e.g.,
how long it takes, how many mental resources it takes; Bettman et
al., 1990; Boureau et al., 2015). Hence, seemingly suboptimal or
“irrational” behavior can turn out to be rational when seen in the
light of costs or resource constraints—a term called “bounded ratio-
nality” (Simon, 1957) or more recently “resource rationality”
(Griffiths et al., 2015; Lieder & Griffiths, 2020). Strategies that
return higher-quality solutions in some situations might become
unfeasible in other situations due to resource constraints, calling
for simpler, less costly strategies. This viewpoint has the potential
to not only explain the choice of seemingly inferior options violating
the axioms of rational choice (Palminteri et al., 2015; Tversky,
1969), but also motor errors (Du et al., 2022; Hardwick et al.,
2019; McDougle et al., 2016; Wolpert & Landy, 2012) and seem-
ingly nonstrategic, imprecise, or inefficient (“lazy”) visual search
(Araujo et al., 2001; Ballard et al., 1995; Draschkow et al., 2021;
Horowitz & Wolfe, 1998; Steinman et al., 2003; Wolfe et al.,
2000). In all these psychological domains, humans (and other ani-
mals) have seemingly multiple independent decision-making sys-
tems at their disposal.

One class of particularly simple decision strategies are so-called
“heuristics” or “biases,” fast-and-frugal decision strategies which
are rather inflexible, but perform well in a restricted set of situations
(Gigerenzer & Gaissmaier, 2011; Hutchinson & Gigerenzer, 2005).
These heuristics have likely been acquired as adaptations to specific
environmental challenges through both biological and cultural evo-
lution (Haselton et al., 2009; Todd & Brighton, 2016). The fact that
many heuristics are present even in animals (Fawcett et al., 2014)
speaks for their evolutionary ancientness and possibly genetic hard-
wiring. However, the “meta”-question arises how to determine
which heuristic to use in a given situation (Lieder & Griffiths,
2017; Marewski & Link, 2014; Rieskamp & Otto, 2006).
Apparently, humans and other animals frequently misapply heuris-
tics (in such cases typically called “biases”; Beck et al., 2012;
Fawcett et al., 2014; Rahnev & Denison, 2018), raising the question
of why these biases are so seemingly strong and hard to suppress.

A relevant question in many fields of psychology is whether dis-
tinct strategies operate in isolation, conflict with each other, or even
work in synergy. Specifically, more sophisticated strategies might
“outsource” certain subroutines to simpler strategies, yielding a
“division of labor.” Such a synergy is frequently assumed to evolve
over time, with initial acquisition through more “explicit” rule-
driven strategies, which are later outsourced to more “implicit,”
incremental, habit-like strategies, a division prominent in goal-
directed versus habitual decision-making (Balleine & Dickinson,
1998; Daw et al., 2005), response preparation (Du et al., 2022;

Hardwick et al., 2019), explicit versus implicit motor skill learning
(Mazzoni & Krakauer, 2006; McDougle et al., 2016; McDougle &
Taylor, 2019), and goal-directed versus history-guided attention
(Anderson, 2016; Theeuwes, 2018). Beyond such a sequential
labor division in which one system hands over control to another,
there are even examples of systems that are active simultaneously,
where one system trains the other, for example, in reward revaluation
(Gershman et al., 2014; Robinson & Berridge, 2013), credit assign-
ment (Moran et al., 2019), and memory replay (Mattar & Daw,
2018). Crucially, such a simultaneous collaboration requires both
systems to be permanently active. In this article, we propose that
also instrumental and Pavlovian control can work in such a synergy.

In contrast to previous literature that has assumed a parallel,
strictly segregated arrangement of instrumental and Pavlovian
control, we suggest that the instrumental system can adaptively
recruit and steer the Pavlovian system by selecting its input via
visual attention. Humans are not just passively exposed to reward
and punishment cues that drive these biases. Instead, they can
actively seek out or ignore these cues and thereby modulate their
influence via selective visual attention (“active sensing”’; Friston
et al., 2010; Gottlieb & Oudeyer, 2018; Yang et al., 2016). In a
world full of distractions, where actions unfold over time and
are prone to interference, instrumental control could harness the
power of cue-driven, “automatic” behavioral tendencies by direct-
ing visual attention to cues that activate them and then automati-
cally trigger the intended action. In this scenario, it might be
warranted to keep the Pavlovian system permanently “online,”
accepting a few infrequent errors for the benefit of overall more
robust action implementation. This view contrasts with earlier
assumptions that Pavlovian biases are mere “defaults” to fall
back to in novel or uncontrollable environments. Instead, keeping
Pavlovian control constantly online during instrumental goal pur-
suit might be advantageous. However, previous task designs mea-
suring Pavlovian biases do not match such scenarios in which
agents actively seek out information that helps them achieve
their goals. We developed a new paradigm that temporally sepa-
rates action selection, attention to reward and punishment infor-
mation, and action execution. We then tested whether humans
seek out reward and punishment information—and allow
Pavlovian biases to shape responding—in a way that is aligned
with their action goals. Note that, in the following, we will use
the term “goal-directed” to denote such a synchronization between
action goals and information search—remaining tacit about
whether the underlying cognitive process involves prospective
planning or devaluation sensitivity, features typically taken as
indicators of “goal-directedness” of behavior (Balleine &
Dickinson, 1998).

Research in the past decade supports the notion that overt attention
(eye gaze) toward positive aspects of choice options predicts their
eventual selection (Cavanagh et al., 2014; Fiedler & Glockner,
2012; Krajbich et al., 2010), while attention to negative aspects pre-
dicts their rejection (Armel et al., 2008; Pachur et al., 2018;
Westbrook et al., 2020). In these studies, positive and negative infor-
mation is required for making the correct choice. Theoretical per-
spectives have speculated that longer attention to an option
facilitates memory retrieval of its features, which could accentuate
its value (Shadlen & Shohamy, 2016; Weilbicher et al., 2021).
However, attention to task-irrelevant positive or negative cues—
which have no apparent relationship to the choice options and thus
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cannot serve as anchors for memory retrieval—might have similar
effects. Indeed, in Pavlovian-to-instrumental transfer (PIT) para-
digms, incidental background cues associated with positive/negative
outcomes induce Go/NoGo actions (Estes, 1943, 1948; Geurts et al.,
2013a, 2013b; Huys et al., 2011; Rescorla & Soloman, 1967).
Linking those PIT effects to the role of attention in value-based
choice implies that directing attention to (task-irrelevant) reward or
punishment cues should activate the Pavlovian system and, in this
way, automatically invigorate or suppress choice.

Beyond the effects of attention on action, there is also evidence
that action plans themselves can direct attention (Heuer et al.,
2020; Olivers & Roelfsema, 2020; van Ede, 2020). Task goals mod-
ulate which stimulus features we are sensitive to and distracted by
(Eimer & Kiss, 2008; Folk et al., 1992; van der Stigchel &
Hollingworth, 2018). “Active sensing” perspectives frame attention
as a tool to actively interrogate the environment while implementing
action plans (Cisek & Pastor-Bernier, 2014; Gottlieb & Oudeyer,
2018; Yang et al., 2016). The premotor theory of attention goes as
far as proposing that the primary purpose of attention is to monitor
target features relevant for preparing an action toward the target
(Rizzolatti et al., 1987; Sheliga et al., 1997). Studies have indeed
found perceptual sensitivity to be selectively sharpened for features
relevant to an ongoing action, for example, object location for reach-
ing movements or object size and orientation for grasping move-
ments (Bekkering & Neggers, 2002; Craighero et al., 1999;
Fagioli et al., 2007). However, in the domain of value-based
decision-making, similar evidence for task goals shaping attention
is scarce. One relevant finding might be that humans tend to seek
out a choice option one final time before selecting it (“last fixation”
or “late onset” bias) even if they already know this option to be supe-
rior to other options (Hunt et al., 2016; Kaanders et al., 2021). In this
case, attention appears to be guided by choice rather than vice versa,
extending the premotor theory of attention to value-based
decision-making.

Taken together, there appear to be mechanisms synchronizing
agents’ attention with their action plans, and there is tentative evi-
dence for attention to reward and punishment information triggering
automatic responses in the fashion of Pavlovian biases. Hence, it
seems indeed possible that an instrumental system could “recruit”
the Pavlovian system to “aid” the execution of action plans by stra-
tegically steering attention toward relevant information. We tested
this idea in two samples (the second one was a direct, preregistered
replication) using eye-tracking. For this purpose, we designed a
novel Go/NoGo learning task in which action planning and execu-
tion were separated by a phase in which participants could preview
the positive or negative outcomes at stake. Notably, information
about these outcomes was not informative for the selection of the
correct action. We predicted that action plans would shape attention
to reward and punishment stakes, that is, that participants’ first fixa-
tion (not confounded by bottom-up saliency effects due to a gaze-
contingent design) would be more often on the reward information
when participants planned a Go (compared to a NoGo) action.
Vice versa, we predicted an effect of attention duration to rewards
versus punishments on the final response, that is, that longer atten-
tion to reward compared to punishment information would lead to
more Go responses and speed up reaction times (Figure 1A and
1B). Such a goal-directed recruitment of Pavlovian biases would
extend their role beyond mere “default” strategies in novel environ-
ments toward a powerful aiding robust action execution.

Method
Participants and Exclusion Criteria

In Sample 1, we recorded eye-tracking data from 35 participants
(Myge =23.7, SD,g. = 4.1, range = 18-35, one outlier at age 58;
27 women, eight men; 30 right-handed; 21 with the right eye as
the dominant eye). In Sample 2 (replication sample), we recorded
data from 64 participants (Mg =21.5, SDye = 3.0, range = 18—
34; 50 women, 13 men, one other; 62 right-handed; 41 with the
right eye as the dominant eye). In this replication sample, the
study design, hypotheses, and analysis plan were preregistered
(https://osf.io/nsySx). The sample size for this sample was based
on the effect size of the primary effect of interest in Sample 1, that
is, action requirements affecting first fixations (z=2.89, Cohen’s
d =0.49), which yielded a required sample of N=57 to detect
such an effect with 95% power (two-sided one-sample ¢ test;
Murayama et al., 2022). We initially collected data from 57 partici-
pants, but given that seven participants did not perform significantly
above the chance level, we collected additional seven participants.
Performance above 56% in 240 trials was significantly above chance
(one-sided binomial test). Note that, in line with our preregistration,
all results in the main text are based on all participants (see online
Supplemental Material 1 for an overview of all results); results for
only those participants that performed significantly above chance
are reported in online Supplemental Material 2 and led to identical
conclusions.

Participants were recruited via the SONA Radboud Research
Participation System of Radboud University. Exclusion criteria com-
prised glasses, color blindness, and prior treatment for neurological
or psychiatric disorders. The study protocol was identical for both sam-
ples. Participants took part in a 1 hr session that comprised informed
consent, eye-tracker calibration, a 10-min practice phase including
written instructions and practice trials, and finally the 30-min eye-
tracking experiment. Upon completion of the task, participants filled
in a structured debriefing about their presumed hypothesis of the exper-
iment, and any strategies they applied. None of the participants guessed
the study hypotheses. Participants received a participation fee of €10 or
1 hr of course credit plus a performance-dependent bonus of €0-2
(Sample 1: M =€0.77, SD = €0.43, range = €0.09-1.58; Sample 2:
M=¢€091, SD=¢€047, range = €0.10-1.67). The research was
approved by the local ethics committee of the Faculty of Social
Sciences at Radboud University (proposal no. ECSW-2018-171).

Apparatus

Reporting follows recently suggested guidelines for eye-tracking
studies (Fiedler et al., 2020). The experiment was performed in a
dimly lit, sound-attenuated room, with participants’ heads stabilized
with a chin rest. The experimental task was coded in PsychoPy
2020.2.7 on Python 3.7.0, presented on a 24” BenQ X1.2420Z screen
of resolution (1,920 x 1,080 pixels resolution, refresh rate 144 Hz).
Manual button presses were applied via a custom-made button box
with two buttons (index and middle finger of the dominant hand).
Participants’ dominant eye was tracked with an EyeLink 1000 tracker
(SR Research, Mississauga, Ontario, Canada; sampling rate of
1,000 Hz; spatial resolution of 0.01° of visual angle, monocular
recording), controlled via Pylink for Python 3.7.0. The eye-tracker
was placed 20 cm in front of the screen, and participants’ chin rest
90 cm in front of the screen. Before the task, participants performed
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Figure 1
Theoretical Framework and Task Design

A. Theoretical framework
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Note. (A) Theoretical framework of the interaction between action and attention. An environmental cue elicits an action plan, which directs
top-down attention (first fixation) toward information about potential reward/punishment outcomes (stakes). The first fixation anchors atten-
tion and (partly) determines which stakes will receive more attention, which is additionally modulated by bottom-up signals such as the mag-
nitude of the stakes. The relative attention on reward versus punishment stakes (dwell time) biases the final Go/NoGo action in a Pavlovian
manner. (B) Cartoon illustration of the proposed interaction of action planning and attention. (C) Task design. Participants learned Go/NoGo
responses to various cues (cover story: feed/not feed various oyster types to maximize pearls and minimize toxic tumors). Cue presentation
(instructing the correct action) and action execution are separated by a phase in which rewards (pearls, here orange circles) and punishments
(toxic tumors, here blue triangles) at stake for correct/incorrect responses are presented in a gaze-contingent manner. Afterward, the oyster
(black oval) can be fed, and for Go responses, participants have to press the button on the side where it is “still open.” Outcomes are delivered
in a probabilistic manner (75% feedback validity). On catch trials, participants have to indicate whether the oyster featured more pearls or
tumors (cover story: The oyster is stolen by thieves and has to be retrieved back from the police, which requires identification). ISI = inter-
stimulus interval; ITI = intertrial interval. See the online article for the color version of this figure.
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a 9-point calibration and validation procedure (software provided by
SR Research). Calibration was repeated until an error <1° was
achieved for all points. The screen background gray tone (RGB
180, 180, 180) was constant across calibration and the experimental
task.

Task

Participants performed a Go/NoGo learning task with delayed
response execution, called the Oyster Farming Task (Figure 1C).
On each trial, participants cultivated an oyster that could either
grow 1-5 pearls or 1-5 hazardous tumors. Pearls gained money
while tumors cost money for disposal. To maximize the probability
that oysters grew pearls, participants needed to learn which oysters
to “feed” (Go) and which ones not to feed (“NoGo”). Crucially, par-
ticipants could choose to reveal the reward (number of pearls) and
punishment (number of tumors) at stake prior to action execution in
a gaze-contingent design. Participants’ score of accumulated money
was turned into a bonus of €0-2 at the end of the task. Participants per-
formed 264 trials split into three blocks of 88 trials (80 trials of the Go/
NoGeo task, eight catch trials), each with a new set of four oyster types.
For detailed information on the instructions, see the original materials
used in this study available in the data sharing collection under https://
doi.org/10.34973/05tj-3w64.

Each trial started with one (of four) abstract action cues (letters from
the Agathodaimon alphabet; size 5.2° x 5.2°) presented for 700 ms in
the center of the screen, representing an oyster type. For each oyster
type, there was an optimal action (feed or not feed) that participants
needed to learn by trial-and-error. Feeding was only possible when
the oysters “opened” later in the trial. The optimal action led to rewards
(pearls) in 75% of (valid) trials, otherwise to punishments (tumors; on
“invalid trials”). Vice versa, suboptimal actions led to punishments on
valid trials, but to rewards on invalid trials. During the action cue pre-
sentation, participants were informed about the sides (left vs. right) on
which upcoming stakes information (rewards vs. punishments) would
appear via faintly colored semicircles in the respective colors (blue and
orange, counterbalanced across participants).

Directly after the action cue offset, participants were cued with the
exact locations of the stakes and given 1,500 ms to unveil the tumors
and pearls at stake on the respective trial. Stakes were revealed in a
gaze-contingent fashion: fuzzy circular color patches appeared on
the semicircles, which changed into the number of pearls/tumors
at stake when participants fixated on them. This eliminated any
bottom-up saliency effects (e.g., of stake magnitude) on peripheral
vision that could affect participants’ first fixations. To prevent
exact preprogramming of saccades, the exact locations of stakes var-
ied across trials. Stakes were located on an invisible circle with a
radius of 5.2° visual angle around the screen center (i.e., distance
of stakes from the center was kept constant), with a potential vertical
displacement of —45 to +45° from the horizontal midline. Vertical
displacement was always identical for both pearls and tumors.
Stakes were represented by circular areas of interest of 150 pixels
(2.7°), with a minimal distance between stakes (at maximal vertical
displacement) of 514 pixels (9.4°) and a maximal distance (posi-
tioned on the horizontal midline) of 852 pixels (15.6°). Stakes
were presented in orange (RGB 200, 100, 7) and blue (RGB 104,
104, 255) of equal luma. Stakes varied in magnitude (1-5 items;
total display size 2.6° x 2.6°) and magnitude was balanced within
action cues (i.e., each of the 20 possible combinations used once per

cue, excluding the five possible combinations in which both magni-
tudes were identical). The mapping of pearls and tumors to the left/
right side varied across trials and was balanced within action cues
(each side 10 times per cue) to control for possible participant-
specific side biases in gaze.

Stakes offset was followed by a variable interval of 100-500 ms
(uniform distribution in steps of 100 ms), after which a release cue
(black oyster shape and a food can, 5.2° x 5.2°) appeared for
600 ms, indicating that the oyster was about to close and could be
fed if necessary. The oyster remained open on either the left or
right side, indicating the side where the oyster could be fed. If par-
ticipants chose to feed the oyster, they had to press the respective
button on the open side. The uncertainty about the response side
(left/right) at the time of the action cue, which was only resolved
with the release cue, prevented premature responding. In-time
responses were confirmed by the food can (1.7° x 1.7°) tipping
over to the respective side. Seven hundred milliseconds after the
release cue offset, the outcome (3.5° x 3.5°) was presented for
1,000 ms. Late responses during the release cue—outcome interval
were recorded, but did not affect the outcome. Pressing the incorrect
button (i.e., the oyster was open on the left/right, but participants
pressed the right/left button) counted as incorrect (i.e., yielded
tumors on valid trials) and was confirmed by the can tipping over
in the respective direction. Participants received a number of either
pearls or tumors, depending on the stakes, their response, and trial
validity. Trials finished with a variable intertrial interval between
1,200 and 1,800 ms (uniform distribution in steps of 100 ms).

On eight out of 88 trials per block, participants performed a catching
task which incentivized attention to the stakes: instead of the release
cue, participants had to report whether the reward or punishments stakes
were of greater magnitude (Figure 1C). These catch trials encouraged
participants to monitor both stakes and process their magnitude.

Data Preprocessing
Behavior

Catch trials were excluded from all analyses of responses and reac-
tion times (RTs). We further excluded trials with RTs below 200 ms
(% trials with button presses per participant: Sample 1: M =0.1,
SD = 0.3, range = 0-1.5; Sample 2: M = 0.2, SD = 0.3, range = 0—
1.1) because such fast responses could not be expected to incorporate
processing of the cue. Likewise, we excluded trials RTs above 800 ms
(% trials with button presses per participant: Sample 1: M =0.9,
SD = 1.6, range = 0-6.8; Sample 2: M =0.5, SD = 1.8, range = 0-
14.0). This deadline was 200 ms after the release cue offset (i.e., the
closing of the response window) as we reasoned that any later
responses could have been triggered by the release cue offset. Go
responses with the incorrect hand were very rare (% trials with incor-
rect hand response per participant: Sample 1: M =1.7, SD=3.1,
range = 0-14.6; Sample 2: M = 1.3, SD = 2.4, range = 0-13.3) and
not significantly influenced by stakes or dwell times.

Eye-Tracking Preprocessing

Gaze data were processed in R with custom-code. Continuous
data were epoched into trials of 1,500 ms relative to stakes onset.
Gaps of missing samples up to a duration of 75 ms (due to blinks
or saccades) were interpolated using linear interpolation. Trials
with more than 50% of missing samples were discarded altogether
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(% trials per participant: Sample 1: M =4.5, SD = 8.0, range = 0—
34.1; Sample 2: M = 3.5, SD = 7.9, range = 0-52.7). The gaze posi-
tion was marked as being on the reward/punishment stakes when the
gaze position was less than 150 pixels away from the center of the
respective stakes image, which was also the criterion in our gaze-
contingent design for rendering stakes visible. For each trial, we
computed the first fixation on any stakes object (reward or punish-
ment) as well as the total duration (in ms) with which rewards and
punishments were fixated over the entire trial (“dwell time”).
Absolute dwell times were converted into dwell time difference
(reward time minus punishment time; Westbrook et al., 2020).

In some trials, participants only fixated one stake (% trials with at
least one fixation per participant: Sample 1: M =11.0, SD = 14.6,
range = 0-61.4; Sample 2: M = 10.0, SD = 14.4, range = 0-50.4),
leading to ratios of 0 or 1. We thus deviated from our preregistration
and reported results for dwell time difference (reward minus punish-
ment dwell time) in the main text, which avoids such an accumula-
tion of values at the edges; analyses of dwell time ratio are reported
in online Supplemental Material 1 and led to identical conclusions.
Analyses using only the trials on which participants fixated both
stakes led to largely identical conclusions.

Data Analysis
General Strategy

We tested hypotheses using mixed-effects linear regression (func-
tion Imer) and logistic regression (function glmer) as implemented
in the package Ime4 in R (Bates et al., 2015). We used generalized
linear models with a binomial link function (i.e., logistic regression)
for binary dependent variables such as responses (Go vs. NoGo) and
first fixation, and linear models for continuous variables such as RTs
or dwell time. We used zero-sum coding for categorical independent
variables. All continuous dependent and independent variables were
standardized such that regression weights can be interpreted as stan-
dardized regression coefficients. All regression models contained a
fixed intercept. We added all possible random intercepts, slopes,
and correlations to achieve a maximal random effects structure
(Barr et al., 2013). p Values were computed using likelihood ratio
tests with the package afex (Singmann et al., 2018). We considered
p values smaller than oo = 0.05 as statistically significant.

The main analyses were preregistered for Sample 2 (replication
sample; preregistration available under https://osf.io/nsy5x). We
deviated from our preregistration by reporting results based on
dwell time differences (reward minus punishment dwell time)
instead of dwell time ratios (reward dwell time divided by reward
plus punishment dwell time) in the main text. When participants fix-
ated only one stake, the dwell time ratios were either O or 1, regard-
less of the absolute dwell time on every single fixated option, leading
to a loss of information and an accumulation of values at the edges,
yielding a distribution with three modes. In contrast, dwell time dif-
ferences were approximately normally distributed and statistically
more comparable to stake differences. Nonetheless, analyses of
dwell time ratio and dwell time differences led to identical conclu-
sions as reported in online Supplemental Material 1.

Baseline Learning and Pavlovian Biases

First, following previously established motivational Go—-NoGo
learning tasks (Guitart-Masip et al., 2011; Swart et al., 2017), we

tested (a) the degree to which participants learned the task, that is,
performed more Go responses to Go cues than NoGo cues, and
(b) whether responses were influenced by the magnitude of the
reward and punishment stakes, reflecting the presence of a
Pavlovian bias. For this purpose, we fitted mixed-effects regressions
with responses (Go/NoGo) and (as a secondary variable) reaction
times as dependent variables and (a) the required action (Go/
NoGo) as well as (b) the difference in reward and punishment
stake magnitude (ranging from —4 to +4) as independent variables.
A significant effect of stake difference was followed up with post hoc
analyses separating the effects of reward and punishment stake mag-
nitudes, reported in online Supplemental Material 3.

Analysis of Gaze Patterns

Our first key prediction was that action plans, elicited by the oyster
cues, directed attention toward action-congruent stakes (reward stake
for Go requirement, punishment stake for NoGo requirement). The
crucial test of this prediction was whether the action requirement elic-
ited by the cue affected the location of the first fixation (on the reward
vs. the punishment stake). This first fixation was not confounded by
any bottom-up saliency effects since, in our gaze-contingent design,
the magnitudes of the stakes were not visible yet. We used both
required action (Go or NoGo) and the difference in the modeled Q val-
ues for Go relative to NoGo responses as independent variables to pre-
dict the first fixation. These analyses also included catch trials since,
during the stakes phase, participants were unaware of whether the
trial would be a Go/NoGo or a catch trial. All eye-tracking analyses
contained a regressor capturing any participant-specific side biases
(overall preference to fixate on the left or right).

Computational Modeling of Action Values

We tested the impact of participants’ action intentions on their
attention toward the reward and punishment stakes using two opera-
tionalizations: Firstly, we approximated participants’ intentions by
the action required by the presented cue (oyster type). However, this
operationalization assumes that participants (have learned and)
know the required action. This assumption is violated (a) at the begin-
ning of blocks when participants cannot know the required action yet
and still have to acquire it through trial-and-error and (b) even more so
in participants who fail to learn the correct response for (some of) the
cues. Thus, secondly, as a more proximate measure of participants’
beliefs of what they should do, we fitted a simple Rescorla—Wagner
Q-learning model to the Go/NoGo response data of each participant.
This model uses outcomes r (+1 for rewards, —1 for punishments;
given that the exact outcome magnitude is irrelevant for learning) to
update the action value Q for the chosen action a toward cue s:

O (a, s) = Qrala, s) + a x (r — Oy (a,s) (1)

Action values were then translated to action probabilities using a
Softmax choice rule:

B x eQGos)

p(Go, s;) = 2

B x eQi(Gos) + B x eQiWNoGo,s;)

The model featured the free parameters o and . The learning rate o
determines the impact of prediction errors (i.e., higher o leads to stron-
ger incorporation of recent outcomes and discounting of past
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outcomes). The inverse temperature  determines the stochasticity of
choices (i.e., higher B leads to more deterministic choices in line with
action values and lower B to more noisy, stochastic choices). Both
parameters were estimated to each participants’ data using a grid
search, with o in the range [0, 1] in steps of 0.01 (Sample 1: M =
0.07, SD =0.08, range = 0.01-0.35; Sample 2: M =0.14, SD=
0.18, range = 0.001-0.84) and B in the range of [1, 40] in steps of
0.1 (Sample 1: M =8.27, SD =8.21, range = 1.0-32.7; Sample 2:
M =28.64, SD=9.57, range = 1.0-34.8). Starting values for Qg,
and Onogo Were set to 0. Using each participant’s best-fitting param-
eters as well as their actions and outcomes on each trial, we then sim-
ulated the action values for Go and NoGo responses on each trial
using one-step-ahead predictions (Steingroever et al., 2014). We
used the difference term Qgo—OnoGo @S @ more proximate measure
of participants’ action intentions on each trial based on their past expe-
rience with each cue. On catch trials (on which participants did not
make a Go/NoGo response and did not receive feedback), Q values
were not updated but were carried over from the last cue encounter.
Similarly, Q values were not updated on trials on which participants
responded in the incorrect direction (i.e., pressed left when the oyster
was open on the right or vice versa) since participants were instructed
that such “directional” errors were always counted as incorrect.
Feedback was thus not informative as to whether a Go or NoGo
response would have been correct for this cue.

Analysis of Effects of Attention on Responses and Reaction
Times

Our second key prediction was that attention to the reward and
punishment stakes would shape action execution. To test this predic-
tion, we tested whether the dwell time difference (milliseconds spent
on reward stakes minus milliseconds spent attending to punishment
stakes) predicted responses (Go vs. NoGo) and response speed (RT,
for Go responses only). These analyses excluded catch-task trials
(where responses did not relate to learning but to comparing stake
magnitudes). All analyses involving responses or reaction times as
dependent variables controlled for the required response as well as
participant-specific side biases (overall preference to first fixate the
left or right). Results did not change when controlling for the Q
value difference instead of the required response.

Note that, in our preregistration for Sample 2, we mentioned the
plan to fit reinforcement-learning drift-diffusion models to the com-
bined choice and RT data. See online Supplemental Material 3 for a
discussion of why these models were unable to reproduce important
qualitative patterns present in the empirical data, which was likely
due to the tight response deadline and the NoGo response option.

Between-Subjects Correlations of Accuracy

If humans synchronized their attention with their action plans such
that Pavlovian biases would align with instrumental action require-
ments, one would expect this process to facilitate task performance
and lead to higher accuracy. To test whether participants with stron-
ger effects of attention on the final response indeed showed higher
accuracy, we performed exploratory analyses by computing
between-subjects correlations between overall task accuracy and
(a) the degree to which stake differences (reward minus punishment
stake magnitude) affected responses as well as (b) the degree to
which relative dwell time (reward minus punishment dwell time)

affected responses. For this purpose, we refit the respective models
on all participants, collapsing across both samples (total N =99),
and computed between-subjects correlations between participants’
percent correct responses and their respective regression coefficient
(fixed + random effect extracted).

Transparency and Openness

We report how we determined our sample size, all data
exclusions, all manipulations, and all measures in the study. All
data, analysis code, and research materials are available at https://doi
.0rg/10.34973/05tj-3w64. Code will be maintained at https:/github
.com/johalgermissen/Algermissen2023JEPG, with a permanent copy
at the time of publication at https:/github.com/denoudenlab/
Algermissen2023JEPG. The study design, hypotheses, and analysis
plan for Sample 2 were preregistered at https://osf.io/nsy5x. Data were
analyzed using R, Version 4.1.3 (R Core Team, 2022). Models were fit-
ted with the package Ime4, Version 1.1.31 (Bates et al., 2015). Plots were
generated with ggplot, Version 3.4.2 (Wickham, 2016).

Results
Learning and Pavlovian Biases

Overall, participants learned the Go/NoGo task (% correct,
Sample 1: M=70.0, SD=10.4, range = 50.0-87.1; Sample 2:
M=173.4,SD = 13.2, range = 36.3-91.7), performing significantly
more Go responses to Go cues than NoGo cues (Sample 1: b = 1.08,
95% CI [0.88, 1.27], x*(1) = 53.19, p < .001; Sample 2: b= 1.27,
[1.09, 1.44], x*(1) = 89.19, p < .001; Figure 2A). Participants also
performed well in the catch trials (% correct: Sample 1: M = 85.8,
SD =10.1, range =56.5-100; Sample 2: M =86.2, SD=15.5,
range = 25.0-100; Figure 2D). Five (seven) people in Sample 1
(2) did not perform significantly above chance (56% correct based
on a one-sided binomial test with 240 trials) in the Go/NoGo task.
In line with our preregistration, we still included these subjects in
all our analyses (for results without these participants, see online
Supplemental Material 2). To account for variability in learning,
we estimated action (Q) values for each trial based on a Rescorla—
Wagner learning model.

Beyond outcome-based learning, responding was affected by the
stake magnitudes in a way similar to previously observed Pavlovian
biases. A more positive stake difference (reward minus punishment
stake magnitude) increased the proportion of Go responses (Sample
1: b=0.12, 95% CI [0.06, 0.17], X2(1) =15.32, p <.001; Sample
2: b=0.09, [0.03, 0.15], ¥*(1)=7.92, p=.005; Figure 2B
and 2C) and increased response speed (Sample 1: b= —0.04,
[—0.07, —0.01], ¥*(1)=7.32, p=.007; Sample 2: b= —0.03,
[—0.05, —0.004], x*(1) = 6.31, p = .012). The effect of stakes dif-
ferences did not become weaker over trials or blocks (see online
Supplemental Material 3). Separating these effects for the reward
and punishment stakes showed that effects were driven by both
valences: higher (relative to lower) reward stake magnitude
increased responding and speeded up responses, while higher (rela-
tive to lower) punishment stake magnitude decreased responding
and slowed responses (see online Supplemental Material 3).

In sum, we found evidence that participants learned the task and
that the reward and punishment stake magnitudes biased responding
in opposite directions, reflecting Pavlovian biases. For reaction
times, we found larger reward stake magnitudes to speed up
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Figure 2
Task Performance and Pavlovian Biases
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(A) Performance in the Pavlovian Go/NoGo task. Trial-by-trial proportion of Go actions ( + SEM) for Go cues (blue lines) and NoGo cues (red lines).

Shadows indicate standard errors for per-condition-per-participant means. Participants clearly learn whether to make Go actions or not (blue lines go up; red lines
godown). (B) Pavlovian biases. Participants perform more Go responses on trials where the reward stake was higher than the punishment stake green bars; left side
of each pair of bars than vice versa (red bars; right side of each pair of bars). Individual data points reflect response proportion per participant. (C) Stake magnitudes
biased responding in a continuous fashion. A higher stake difference (i.e., a reward stake minus punishment stake) resulted in a higher proportion of Go responses.
Faint gray lines represent regression lines per participant as predicted by the mixed-effects regression model; the bronze solid line represents the group-level regres-
sion line; bronze shading represents mean and 95% confidence intervals. Note the two strong outliers in Sample 2; excluding these outliers did not change con-
clusions. (D) Performance in the catch trials. Individual data points reflect accuracy per participant. See the online article for the color version of this figure.

responding and larger punishment stake magnitudes to slow down
responding, again in line with Pavlovian biases as reported in previ-
ous literature (Guitart-Masip et al., 2011; Swart et al., 2017).

Action Plans Direct Eye Gaze

Next, we tested whether participants’ attention was synchronized
to their action plans. Such a link would allow Pavlovian biases to be
elicited specifically by reward/punishment cues that trigger an action
in line with participants’ intentions. As a measure of goal-directed
attention, we used the first fixation on each trial (Konovalov &
Krajbich, 2016), which was unaffected by any bottom-up saliency
effects of the (yet to be uncovered) stakes in our gaze-contingent
design. On trials that required a Go response, participants were sig-
nificantly more likely to first fixate on rewards than on trials that
required a NoGo response (Sample 1: b=0.11, 95% CI [0.04,
0.19], ¥*(1) = 13.92, p <.001; Sample 2: b =0.09, [0.03, 0.15],
x*(1) = 7.88, p = .005; Figure 3A).

This analysis used the required response as a predictor on every
trial, which is globally appropriate given that participants learned
the task. However, at the beginning of blocks, participants
could not know the required response yet. Furthermore, some

participants failed to learn the correct response for (some of) the
cues. Thus, as a more proximate measure of participants’ beliefs
of what they should do, we fitted a simple Rescorla—Wagner
model (Rescorla & Wagner, 1972) to the Go/NoGo response
data of each participant, simulated the action (Q) values for
Go and NoGo responses on each trial, and used the difference
0OGo—0OnoGo as a regressor to quantify the trial-by-trial relative
value of making a Go relative to NoGo response. At the beginning
of a block, this regressor will be zero, and it will stay (close to)
zero in case participants fail to learn the correct response. We
found that the more Q values favored a Go compared to a NoGo
response, the more likely were participants to first fixate the reward
(Sample 1: b =10.09, 95% CI [0.03, 0.19], x*(1) = 8.04, p = .005;
Sample 2: b=0.13, [0.05, 0.22], xz(l):9.17, p =.002; online
Supplemental Material 4).

We furthermore performed exploratory analyses to test whether
action plans affect attention beyond the first fixation, that is, also
the overall difference in dwell time to the stakes (dwell time on
the reward stake minus dwell time on the punishment stake). This
difference was higher when the reward stake was fixated first
(Sample 1: b=0.18, 95% CI [0.07, 0.30], x*(1) = 8.81, p < .001;
Sample 2: b=0.16, [0.08, 0.24], ¥*(1)=13.23, p<.001; not
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Figure 3
Mutual Influences Between Action and Attention
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(A) Action plans direct first fixations. When required to make a Go action, participants are more likely to first fixate reward information than when a

NoGo action was required. (B) First fixation anchors attention. Dwell times are longer on reward stakes compared to punishment stakes when the first fixation

was already on reward stakes. Dwell times are additionally shaped by other

factors such as the stake magnitudes. (C) Dwell time differences affect final

responses. Longer attention to reward compared to punishment stakes resulted in a higher proportion of Go responses. Gray lines = regression lines per par-
ticipant as predicted by the mixed-effects regression model; black line = group-level regression line; shading = 95% confidence interval. See the online article

for the color version of this figure.

significant in either sample when only analyzing trials with both
stakes fixated), showing that the first fixation anchored which
stakes would receive overall more attention. Over and above
this effect, action value kept shaping dwell times, such that people
dwelt longer on the reward (compared with the punishment) stake
for Go relative to NoGo cues (Sample 1: » =0.03, [0.01, 0.05],
x*(1)=4.71, p=.030; Sample 2: b=0.03, [0.02, 0.05],
x*(1)=13.79, p<.001; online Supplemental Material 4),
corroborated when approximating action plans alternatively via
Q values (Sample 1: b= 0.03, [0.01, 0.05], Xz(l) =4.36, p=.037,
Sample 2: b=0.04, [0.02, 0.06], Xz(l):24.82, p <.001; online
Supplemental Material 4). Furthermore, dwell time was influenced
by the stake magnitudes, with significantly longer dwell time on
the reward stake compared to the punishment stake for more
positive stakes differences (Sample 1: »=0.09, [0.05, 0.13],
XZ(I): 16.49, p<.001; Sample 2: b=0.12, [0.09, 0.15],
xz(l) =41.59, p <.001; see Figure 3B). This latter effect shows
that total dwell time was not completely determined by the first fix-
ation, which was shaped by “top-down” action values, but was
additionally sensitive to bottom-up saliency effects of the stake
magnitudes.

In sum, we found evidence that participants’ attention to valenced
stakes information, in terms of both initial fixation and total dwell
time, was synchronized to their initial action plans.

Eye Gaze Predicts Responses

We next assessed whether and how attention shaped the ultimate
response. We used the difference in dwell times (reward minus pun-
ishment stakes) as an integral measure of total attention (Konovalov
& Krajbich, 2016). We controlled for the required action to show that
attention predicted the eventual response even beyond participants’
likely intentions.

The longer participants attended to rewards compared to punish-
ments, the more likely they were to make a Go response (Sample 1:
b=0.13, 95% CI [0.07, 0.20], %*(1) = 12.20, p < .001; Sample 2:
b=0.19, [0.13, 0.26], y*(1)=28.44, p<.001; Figure 3C).
Furthermore, in Sample 2 (but not Sample 1), longer attention to
rewards compared to punishments led to faster reaction times
(Sample 1: b=—0.04, [—0.09, 0.02], ¥*(1)=1.90, p=.168;
Sample 2: b=—0.03, [-0.05, —0.01], ¥*(1)=4.53, p=.033).
When considered in isolation, higher dwell time on rewards
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increased responding, but did not significantly affect reaction times,
while higher dwell time on punishment decreased responding and
slowed responses (see online Supplemental Material 5). We did
not observe any interaction effects between stakes and dwell time
effects (see online Supplemental Material 5).

As action plans both affected attention as well as the ultimate
response, on might wonder if the link between attention and the ulti-
mate response was induced by action plans as a “‘common cause.” To
exclude this possibility, all analyses using dwell times to predict
responses included the required action as a regressor. Furthermore,
we obtained causal evidence for the effect of attention on the ulti-
mate response in a separate online study, in which we manipulated
attention. In this study, action cues were presented simultaneously
with stakes, but located in close spatial proximity to either the reward
or the punishment stakes. We reasoned that the stakes closer to the
action cue would receive more attention. Indeed, we observed that
action cues were located closer to reward (instead of punishment)
stakes resulted in more and faster Go responses. This additional data-
set corroborates a causal effect of attention on the ultimate choice.
For details, see online Supplemental Material 6.

In sum, we found evidence in both samples that dwell time on
rewards/punishments drove responses toward Go/NoGo and
speeded/slowed responses, respectively, such that attention deter-
mined the eventual strength of Pavlovian biases. Tentative evidence
suggested that the effects of stake magnitudes and dwell times were
highly similar.

Stake Magnitude and Attentional Effects Differently
Relate to Performance

Lastly, given that both stake magnitudes and dwell times affected
responses and RTs in a highly similar way, we asked whether these
effects also had similar consequences for participants’ overall per-
formance. Crucially, stakes were controlled by the experimental pro-
tocol and were therefore unrelated to the required response on each
trial. In contrast, attention was under the control of the participant. If
participants fixated reward or punishment cues in line with their
action goals and then let attention guide their eventual response,
strong attention effects could putatively improve their performance.
We performed exploratory analyses testing whether the effects of
stake magnitudes and dwell times on responding were related to
accuracy across participants.

The effect of stake difference on responses correlated significantly
negatively with accuracy, r(97) = —0.24, 95% CI [—0.42, —0.04],
p = .017 (see online Supplemental Material 7; after removing two out-
liers visible: 1(95) = —0.26, [—0.44, —0.06], p = .010; Figure 4A),
while the effect of dwell time difference correlated significantly pos-
itively with accuracy, r(97)=0.45, [0.27, 0.60], p<.001
(Figure 4B). Effects were not exclusively driven by reward or punish-
ment stakes/dwell times, but both (in opposite directions, respectively;
see online Supplemental Material 4). We excluded two simpler expla-
nations of the association between the attentional effect and task accu-
racy: First, this association was not driven by more accurate
participants providing higher-quality eye-tracking data (see online
Supplemental Material 7). Second, accuracy was not linked to a stron-
ger focus on reward information (i.e., more first fixation on rewards or
longer attention to rewards); if anything, more accurate
participants showed a more variable gaze pattern, which supports
the idea that these participants could rely in their responses on

their context-appropriate gaze patterns (see online Supplemental
Material 4).

In sum, although correlational, these results suggest that strong
attentional effects might facilitate performance, while strong stake
magnitudes effects impair it. Based on these analyses, stake magni-
tude and attentional effects appear to be dissociable.

Discussion

We report evidence from two independent samples showing that
instrumental action plans steer attention toward rewards and punish-
ments and in this way shape the input to the Pavlovian control sys-
tem, triggering responses in line with those action plans. These
results shed new light on the possible function of Pavlovian control.
In contrast to current theories, we suggest that these biases have an
important role beyond providing reasonable response defaults in
novel or seemingly uncontrollable environments. Crucially, in addi-
tion, Pavlovian control can support instrumental control for efficient
and robust action execution. In a novel task, participants successfully
learned to perform Go and NoGo actions to various cues. Their
responses and reaction times were biased by task-irrelevant informa-
tion about potential reward/punishment outcomes (stakes), similar to
previously reported Pavlovian biases. Most crucially, we found that
participants aligned their attention to these stakes with their action
plans: they paid more attention to reward stakes when they had to
perform a Go action, and relatively more attention to punishment
stakes when they had to perform a NoGo action. In turn, attention
to these stakes biased ultimate responses, such that more attention
to rewards increased the frequency and speed of Go responding.
Exploratory between-subjects analyses showed that stronger atten-
tional effects on choice were associated with higher performance,
hinting at the adaptive nature of using attention to elicit an automatic
response. In sum, these results support the notion that humans can
adaptively direct attention to reward and punishment information
to selectively elicit Pavlovian biases in line with their action plans.

Current theories often emphasize the ‘“hardwired” nature of
Pavlovian biases (Boureau et al., 2015; Dayan et al., 2006) that
allow for fast, but inflexible responding. Under the assumption
that these biases embody environmental statistics on an evolutionary
time scale, they should lead to the correct response in most situa-
tions. Normative models assign a dominant role to these biases in
contexts that cannot be controlled (yet) by instrumental knowledge
about action—outcome relationships (Dorfman & Gershman,
2019). However, once an environment is controllable, biases should
disappear. Frequent action slips reveal that Pavlovian biases con-
tinue to interfere with goal-directed behavior and require active sup-
pression (Cavanagh et al., 2013; Swart et al., 2018). These cases of
interference seem to question their putatively adaptive nature, war-
ranting an update on previous theories.

Here, we suggest that a strong Pavlovian system can be adaptive,
even in well-known environments, when it is actively brought into
alignment with the goals of other (instrumental) systems.
Pavlovian and instrumental control do not need to operate in a
strictly parallel fashion and merely interact at the output stage.
Instead, we show that instrumental control can determine the input
to Pavlovian control by selectively steering attention to (potentially
unrelated) reward or punishment information. In this way, it sets the
Pavlovian system on a “ballistic” track that will eventually lead to the
intended response. Having such an auxiliary mechanism that will
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Figure 4

Between-Subjects Correlations Between Global Go/NoGo Task Performance and Stake Magnitude (A) and Attentional (B) Effects

A. Stake difference effects predict low performance

r=-0.261,p=.010
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B. Attentional effects predict high performance
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Note. (A) Participants with stronger effects of the stake difference on responding (i.e., steeper slopes in Figure 2C) showed lower performance. (B)

Participants with stronger effects of the dwell time difference on responding (i.e., steeper slopes in Figure 3C) showed higher performance. Individual
data points reflect per-participant scores, and the red solid line reflects the regression of accuracy on stake magnitude/attentional effects (shades for +1
SE). Points = individual participant effects, purple line = regression line, shading = + 1 SE. See the online article for the color version of this figure.

trigger the intended response might be particularly adaptive in real-
life contexts in which the implementation of actions unfolds over
time and is prone to interruption by distractors. By “aligning”
Pavlovian with instrumental control, action selection becomes
more robust against interference. Such a facilitatory effect of
Pavlovian control is in line with our finding of better performance
in participants with stronger attentional shaping of responses.

Our findings shed new light on the potential use of simple,
“fast-and-frugal” systems in decision-making, motor control, and
attention. These fields distinguish slow, more computationally
demanding, but at the same time more flexible and “accurate” strat-
egies against faster, less demanding, but inflexible and frequently
incorrect strategies (Balleine & Dickinson, 1998; Du et al., 2022;
McDougle et al., 2016; Theeuwes, 2018). The latter may yield ade-
quate behavior only in a subset of situations, but are frequently mis-
applied (Beck et al., 2012; Fawcett et al., 2014; Rahnev & Denison,
2018), raising the question of why they are not permanently sup-
pressed beyond contexts of high novelty or uncertainty. In the case
of Pavlovian biases, we suggest that these biases can facilitate the
implementation of instrumental action plans by making them more
robust against distraction. The price of infrequent motor errors
caused by Pavlovian biases might be worth paying if, at the same
time, the robustness of instrumental action implementation is signif-
icantly enhanced. Future research needs to address under which
exact circumstances an architecture with a more flexible, sophisti-
cated strategy and more inflexible, simple strategy warrants the infre-
quent errors produced by the latter.

Beyond the context of Pavlovian biases, our results extend previ-
ous literature on the upstream determinants (rather than downstream
consequences) of attention allocation. Previous studies have found
that, at least early in the choice process, attention appears to be ran-
domly allocated to choice options in a way that is independent of
their value (Manohar & Husain, 2013; Westbrook et al., 2020). In

contrast, recent Bayesian accounts of “active sensing” have proposed
that attention should be actively driven by the value and uncertainty
of choice options in order to gather the maximal amount of informa-
tion (Callaway et al., 2021; Jang et al., 2021; Sepulveda et al., 2020).
We highlight yet another role of attention allocation: to stabilize (or
even speed up) action implementation in face of delays and distrac-
tion. This role stipulates that (visual) attention is at least partly under
the control of ongoing motor processes—as proposed by the premo-
tor theory of attention (Olivers & Roelfsema, 2020; Rizzolatti et al.,
1987; Sheliga et al., 1997)—as well as recent accounts highlighting
that vision and visual working memory primarily serve action
(Heuer et al., 2020; van Ede, 2020).

The idea of Pavlovian biases being recruited by instrumental
action plans extends such accounts into the domain of value-based
decision-making. It provides a potential explanation for why
humans seek out a choice option right before selecting it, even
when this will not reveal new information on what is the optimal
choice (Hunt et al., 2016; Kaanders et al., 2021). Fixating an (appe-
titive) option might trigger Pavlovian biases that ensure its selection
in face of distractors. Even more so, after participants have made the
decision to select an option, its collection and consumption (poten-
tially in face of competitors) might require further motor actions that
can benefit from invigoration via these biases. Hence, the role of
Pavlovian biases in invigorating motor programs might potentially
explain phenomena of human (and animal) curiosity and informa-
tion seeking (Cervera et al., 2020; Vasconcelos et al., 2015) even
after the decision process is finished.

Our results also shed new light on the potential mechanisms by
which attention to different choice options affects their eventual
choices. Past research has not yet provided evidence on how fixating
on a choice option (e.g., a well-known food item like a Snickers)
helps its evaluation or affords more information about it. Some
accounts have proposed that value-based decisions are made by
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retrieving goal-relevant information or “preferences” from memory
(Shadlen & Shohamy, 2016). Attention to an option could poten-
tially facilitate the retrieval of value-related information about this
option (Callaway et al., 2021). Other studies have observed the
effects of attention also on perceptual choices that might not require
memory retrieval, suggesting that attention can also affect visual
stimulus processing directly (Smith & Krajbich, 2021; Tavares et
al., 2017). In contrast to all of these studies, our results suggest
that attentional effects might be uncoupled from any features of
the choice option and instead be “Pavlovian™ in nature: attending
to (any) positive information disinhibits motor cortex and facilitates
selection, while attending to (any) negative information inhibits
motor cortex and leads to rejection—regardless of whether this
information is related to the choice option or not.

Crucially, in our paradigm, positive and negative information was
unrelated (and orthogonal) to the action that needed to be selected,
and thus should not be incorporated into the choice process.
However, even this unrelated information did bias choice. To disso-
ciate whether attentional effects are truly driven by increased knowl-
edge about an option’s features rather than a simple (dis-) inhibitory
effect of its valence, future research should systematically manipu-
late the relevance of positive and negative option features to the
eventual choice.

There are a few important considerations when generalizing our
findings to real-world situations. First, possible outcomes of a choice
are often not explicitly presented to an agent. Rather, agents must
make a selection among many potentially relevant pieces of infor-
mation on what they deem important. Our task tried to mimic
such situations by allowing agents to freely choose how much to
attend to information about rewards and punishments at stake.
Still, attention allocation differed from “naturalistic” free-viewing
settings in two important ways. Participants were not completely
free to attend to the stakes, but were incentivized to do so by the sec-
ondary catch task. Furthermore, only two pieces of potential infor-
mation—exemplary of positive and negative aspects of the
situation—were presented, which is a drastic simplification of our
information-dense environment. Future extensions of this research
should provide participants with a larger set of information to select
from, allowing them complete freedom to seek out any information
during action preparation.

Second, in real-life situations as well as in this task, people might
initiate an action plan, but then change their mind. We only had access
to the participants’ ultimate response, which does not allow us to dis-
entangle situations in which they maintained a determined action plan
throughout the trial from situations in which action plans were
changed based on reward/punishment information. Neuroimaging
techniques with high temporal resolution such as electroencephalog-
raphy and magnetoencephalography could shed light on the dynamic
interactions between motor processes and how these change as a func-
tion of attentional focus.

Third and finally, exploratory analyses suggested that participants
whose ultimate response relied more strongly on attentional inputs
showed higher performance. This result corroborates the postulated
adaptive nature of a strong Pavlovian system that can be harnessed
by instrumental systems. In contrast, the degree to which responses
were shaped by the stakes magnitudes (i.e., larger magnitudes result-
ing in stronger Pavlovian biases) was associated with lower perfor-
mance. This—at first perhaps surprising—dissociation likely arose
from our task design in which stakes magnitudes were orthogonal

to action requirements. When participants performed substantially
above chance, stakes magnitudes had a greater potential to disturb
action selection on “incongruent” trials (where the required action
and the action triggered by the net stakes difference were mis-
matched) than to facilitate it on “congruent” trials. In contrast, in
many real-world contexts, it is adaptive to take into account the
size of available rewards or punishments when choosing whether
and how vigorously to respond.

Still, even if stakes magnitudes and attention to stakes are both
meaningful contributors to choices in real-world settings, it is note-
worthy that both had different consequences for performance in our
task, suggestive of dissociable behavioral phenotypes. While relying
on stake magnitudes might be linked to “sign-tracking” behavior pre-
viously observed in animals and humans (Flagel et al., 2009, 2010;
Schad et al., 2020) and suggested to constitute a risk factor for addic-
tion (Chen et al., 2023; Garbusow et al., 2016; Robinson & Berridge,
1993), relying on attention might be a “novel” phenotype reflecting
strategic recruitment of Pavlovian biases. To conclusively demonstrate
the adaptive nature of using attention to invigorate Pavlovian biases,
future studies would need to causally manipulate participants’ strate-
gies. Such studies could, for example, train participants to strategically
seek out reward or punishment information under a certain action
plan. The ability to strategically up- or downregulate Pavlovian biases
could then be relevant for future interventions in psychopathologies
characterized by aberrant biases, such as depression (Huys et al.,
2016) or alcohol addiction (Chen et al., 2023; Garbusow et al.,
2016; Schad et al., 2020; Sommer et al., 2017).

In sum, our results suggest a broadening of the current view of
Pavlovian control: in addition to providing sensible “default” actions
in novel or uncontrollable environments, a strong Pavlovian system
can be adaptive even in well-known environments when its robust,
almost “ballistic” nature is recruited to ensure that an action plan
is implemented even in face of distraction.

Context of This Research

Much literature on Pavlovian biases has focused on situations in
which these biases are maladaptive, investigating how they can be
suppressed via top-down control (Cavanagh et al., 2013; Swart et
al., 2018). However, stronger biases have been found predictive of
better recovery from depression (Huys et al., 2016). Furthermore,
initial theoretical considerations have proposed that biases could
be evaded by mentally reframing a given situation (Boureau &
Dayan, 2011) rather than recruiting top-down control. We pursued
this line of reasoning experimentally, testing whether humans use
attention to reward/punishment cues to create a “Win”/“Avoid” sit-
uation that helps them pursue their action goals. This perspective
highlights that instrumental and Pavlovian control might more
often work in concert rather than oppose each other.

Constraints of Generality

Pavlovian biases might be a universal phenomenon shared by
humans and many animal species. They have been described across
the animal realm, suggesting a genetic basis shared among humans
and other animals and/or a “mandatory” acquisition very early in life
in a set of diverse environments. While there are considerable indi-
vidual differences in the strength of these biases (as described in this
article as well as previous work), the direction of their effects both
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within and across species is highly consistent, with reward prospect
invigorating responding and threat of punishment inhibiting it.
Systematically inverted biases have never been observed. In contrast,
for the strategic attentional recruitment of these biases, there might
be no similar “hard-wired” basis and such a strategy might be
acquired by different individuals to different degrees. We speculate
that, similar to the biases themselves, the direction of this strategic
effect is consistent across individuals. The existence of an “inverted”
strategy is highly implausible. The authors would like to highlight
that the studies reported in this article were conducted in English
and that a significant portion of the participants were not Dutch
natives (although this was not systematically assessed), suggesting
that the strategic recruitment of biases occurs independently of the
local culture where this research has taken place.
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